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This paper describes work to create an unmanned aerial system (UAS) testbed, built on
commercial off-the-shelf hardware and open source software components, as a platform for
networking and spectrum related research. Of particular interest is characterization of (low
altitude) air-ground wireless links between an unmanned aerial vehicle (UAV) and a ground
node, for which little prior data is available. UAVs are mounted with software defined radios
(SDR) capable of transmitting IEEE 802.11 packets to a ground node. Multiple static
tests are executed to collect data in different scenarios - characterizing the dependence of
link quality on wireless parameters and physical parameters such as aircraft altitude and
distance. A major contribution of this work is the creation of a public database that will
enable new propagation models using this data, and in turn will drive more accurate UAV
network simulations.
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RF IC Radio Frequency Integrated Circuit
RSSI Received Signal Strength Indication
Rx Receiver
SDR Software Defined Radio
TX Transmitter
UAS Unmanned Aircraft/Unmanned Aerial System
UAV Unmanned Aerial Vehicle
UW University of Washington

I. Introduction

This section describes the purpose and objectives of this unique research, as well as previous related
work.

A. Problem Statement

Integration of UAS within the National Airspace System (NAS) presumes a robust communication link
(for UAS-to-GND and UAS-to-UAS segments) that must adapt to the highly dynamic conditions. Due to
mission critical nature of many UAS deployments, it is reasonable to expect that new licensed spectra would
be allocated. However, this has not happened to date, implying that current commercial UAS are forced to
use the unlicensed spectra (i.e. notably the 900 MHz, 2.4 GHz ISM and 5 GHz U-NII bands) for the various
on-board radio chains.1,2

Operation in such spectrally congested (unlicensed band) terrestrial environments highlights the potential
problems with link reliability. It is evident that at a minimum, on-board UAV radios must be spectrum
aware, i.e. possess the capability to switch frequencies and employ adaptive modulation and coding (AMC)
for robust link operation when flying at low altitudes, due to significant potential for interference from other
terrestrial sources (notably WiFi networks in the vicinity). Software Defined Radios (SDR) constitute a low
cost hardware platform that can implement such adaptive transceiver operations, and have been used to
prototype and test terrestrial short-range (i.e. WLAN-like) networks.

The first objective of this project was therefore to explore the feasibility of integrating such SDRs onto
a UAV, given the payload and flight duration constraints. Once the hardware integration was achieved,
the next objective was to characterize the received signal strength on air-to-ground downlink as a function
of various locations and flight plans. The significance of link characterization results from the expectation
that downlink will carry increasingly higher data rates (e.g. high quality video feeds) in many use cases. In
turn, this will require new future designs whereby the necessary control information is sent on the uplink for
effective downlink adaptation.

The Autonomous Flight Systems Laboratory (AFSL; https://www.aa.washington.edu/research/afsl) at
UW has conducted research related to UAS including situational awareness,3,4 risk assessment,5–7 and flight
testing.8–10 A strong communication link between the UAS and the ground control station (GCS) is vital
in conducting this research, testing, or any UAS operations in general. In order to investigate the impact of
wireless communication links on UAV operations in increasingly congested/contested scenarios, AFSL part-
nered with the FuNdamentals of Networking LABoratory (FUNLAB; https://depts.washington.edu/funlab)
which pursues wireless networking research via a mix of analytical modeling, simulation and testing using
prototype hardware systems (SDRs)11 for next-generation emerging networking scenarios. In particular, a
current theme of active research in FUNLAB centers around spectrum sharing12–14 and sensing,15 which are
very pertinent to the challenges noted.

This work is unique in several respects. Such a joint exploration into novel UAV networking requires new
hardware integration and software development within a mature flight operations framework for reproducible
experimentation; AFSL is one of the few academic labs to possess such a capability. Further, instead of using
off-the-shelf hardware, highly programmable SDRs allow tuning of various parameters at lower layers of the
network stack. Milestones achieved during this effort included the ability to produce a database that reports
link and telemetry data from the noted missions (to be made available to the research community).
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II. Prototype System Overview: Architecture & Components

This section describes the experimental hardware used in this research as well as the methodology and
test planning used to execute flight tests.

A. Software Defined Radio Platform

Broadly, SDRs offer significant advantage over commercial radios that are hardwired and offer very little
configurability, as they allow control over the Layer-1 (PHY) and Layer-2 (MAC) stacks. Specifically, they
offer the benefits of channel selection, adaptive modulation and coding (AMC) as well transmission over a
range of channel bandwidths. While there are several candidate SDR solutions a, the BladeRF16 board was
selected. The physical (radio link) layer implemented on the BladeRF is a WiFi-like OFDM physical layer b.
The packets received are decoded and PHY layer statistics such as RSSI and packet success rate are recorded
to determine air-to-ground channel quality.

1. BladeRF System Architecture

A key reason for choosing the BladeRF is its small form factor - as shown in Figure 1 - although other vendors
- notably the USRP mini-B series boards - offer competitive products. Some important specifications about
the Blade-RF board are listed in Table 1.

Figure 1. The BladeRF SDR board with the attached dipole antennas.

The BladeRF board is mounted with an additional XB 300 amplifier card17 from the same manufacturer
to increase the output transmit power (and hence downlink range). Since amplifiers consume a lot of energy,
the amplifier-BladeRF combination is powered using a LiPo battery independent of the UAV power source.
The BladeRF is connected to a host computer (Raspberry Pi for on-board the UAV) that runs the code
responsible for framing packets and sending it down to the BladeRF using the USB 3.0 link. These packets
are then sent over the air by the BladeRF after implementing the digital PHY section of the transmitter. The
BladeRF is a highly configurable and versatile RF hardware that has previously been employed to deploy
cellular GSM base stations18 and radar based imaging.19

2. BladeRF Processing

As shown in Figure 2, the BladeRF board consists of an FX3 USB controller, an FPGA core and an RF IC.
The FX3 USB controller was configured to route the packets coming from the host to the FPGA core using
high speed DMA to minimize latency, the RF IC is indirectly configured by the code that sits on the NIOS

aMost of these have been used for terrestrial wireless network prototyping.
bTo be precise, OFDM modulation as in IEEE 802.11 is used, but various parameters of the frame differ, for purposes of

customization to this test scenario.
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Table 1. Specifications of the the BladeRF SDR board.

Operating Frequency 300 MHz - 3.8 GHz

Bandwidth 28 MHz (max)

ADC 12-bit 40 MSPS

DAC 16-bit 38.4 MHz

Power USB/DC Jack

FPGA 115KLE Altera Cyclone 4E

Soft Processor NIOS

Processor Clock frequency 200 MHz (max)

Cost $650

Form Factor 5” by 3.5”

processor in the FPGA core. The FPGA core was programmed to control the transmission and reception of
packets. The code on the NIOS 2 processor performs two main functions: it listens to the channel for any
incoming packets and performs control and co-ordination functions for to-be-transmitted or received packets.

The to-be-transmitted packets are routed from the host, through the DMA channel to the TX FIFO
buffer where they are processed as per IEEE 802.11 specifications by the PHY module before being passed
onto the RF IC.

When NIOS processor detects an incoming packet using the energy detection mechanism, it signals the
same to the PHY module using the command and control mechanism. The PHY module decodes the packet
after scaling it down in amplitude as per the AGC signal and routes the data from the packet to the host
through RX FIFO and FX3 USB controller.

The PHY module is also responsible for reporting the RSSI of the received packet. In this case, RSSI
ranges from 0-256. Table 2 maps the received signal power (dBm) to RSSI. It should be noted that this
RSSI metric corresponds to the SDR air-ground link and thus is different from the RSSI metric obtained
from the Pixhawk on-board the UAV which characterizes the data telemetry link.

Table 2. BladeRF calibration table.

RSSI Received Signal Power (dBm)

17 -51.79

36 -46.66

75 -40.43

160 -33.72

256 -26.79

B. UAS Components

1. Aircraft

The majority of flight testing was performed with a 3D Robotics (3DR) Solo quadcopter.20 Supplementary
flight tests were performed with a custom DJI S1000+ octocopter21 which was customized to carry the SDR
payload. This customized aircraft is hereafter referred to as Argo.

Initial ground tests, however, were performed with a student built ground rover. It is a six wheeled rover
with an aluminum frame, which can be controlled remotely via a 2.4 GHz wireless connection. Figure 3(a)
shows the rover with the SDR payload attached. The rover was used as a proof of concept to demonstrate
that signal strength could accurately be measured on a moving vehicle before the SDR was attached to an
aerial vehicle. It also helped fine tune the procedures that would be used on aerial vehicles later on.

The 3DR Solo is a consumer grade quadcopter targeted at hobbyist fliers and videographers. The SDR
payload was attached to the Solo’s bottom plate using velcro and positioned such that it did not cause
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Figure 2. Architecture of the BladeRF system developed by FUNLAB, that implements a WiFi-like OFDM
physical layer.

magnetic interference with the Solo’s compass. The payload setup is shown in Figure 3(b). The Solo
was preferred due to its stable flight characteristics, ease of use, and portability. It was an ideal airframe
for rapidly gathering data at hover waypoints. Although the Solo can easily be flown manually to precise
waypoint positions, it can also be autonomously controlled using the AFSL’s primary ground control software,
Mission Planner22 as discussed below.

Several flight tests were also performed using the Argo platform with the integrated SDR payload as
shown in Figures 3(c) and 3(d). Argo is controlled by a Pixhawk23 flight controller, which is an open-source
autopilot platform. The Pixhawk allows automatic aircraft stabilization, autonomous mission execution and
data logging. The Pixhawk logs all flight information on-board that can then be downloaded for post-flight
analysis. Additional components of the system include a 3DR global positioning system (GPS) antenna, 915
MHz telemetry radio for communication with the ground control station, 2.4 GHz command and control
radio, and a Raspberry Pi companion board computer for additional processing power. Argo is powered by
a 6S 21,000 mAh battery with a 20C discharge rating, capable of approximately 15 minutes of flight. Argo
is remarkable for its high payload capacity and thrust, but was not practical for brief flight operations.
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(a) Vehicle with SDR components for ground testing. (b) 3D Robotics Solo with SDR payload.

(c) DJI S1000+ “Argo” with SDR payload. (d) SDR payload showing the BladeRF and Raspberry
Pi, along with their relevant power supplies.

Figure 3. The unmanned ground and aerial vehicles used to carry the payload in this study.

2. GCS

The ground control station (GCS) is based in the UW’s Mobile Flight Operations Center (MFOC), which
is a customized 6 ft x 12 ft enclosed trailer used in field operations by the AFSL. As shown in Figure 4
the MFOC is equipped with computers and monitors for data logging, organizing the flight operations, and
communicating with the UAS using the Mission Planner ground control software.

Mission Planner is a free, open source program that is popular for its ability to plan and execute au-
tonomous flight operations. Using this software, waypoints and flight paths can be created and executed
with complete autonomy. The computer running Mission Planner communicates with the UAS using paired
915 MHz telemetry radios.

The ground SDR node was located outside of the MFOC to avoid magnetic interference. The ground
SDR node is comprised of a data logging laptop and a stationary SDR. Tests were performed with single and
dual SDR nodes. With two nodes, the laptop and SDR pairs were positioned 50 feet apart, directly below
the flight path of the UAV.

C. Experimental Setup

The testing was set up such that there was an SDR ground node located at the GCS and an SDR air node
attached to the UAS. The SDR mounted to the UAS was set to continuously transmit data packets, while
the ground SDR was manually commanded to receive packets only upon arrival at each waypoint. The GCS
recorded the amplitude and percentage of successful packets, which was used to determine the quality of
packets received and from that, the quality of the link. The ground and flight testing paths were designed in
order to test this equipment with a variety of flight paths, antenna types and orientations, UAVs, and flight
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(a) Exterior of the MFOC along with the base in-
frastructure.

(b) Interior of the MFOC.

Figure 4. The MFOC, which is the base of flight operations and also houses the GCS equipment.

testing locations. Figure 5 shows the experimental hardware setup.
The AFSL is permitted to operate under Certificate of Authorization (COA) 2016-WSA-23-COA which

provides regulations for safe operations of UAS for research purposes. Since the implementation of 14 CFR
Part 107 on August 29, 2016, all AFSL flight operations, including data collection for this project, have been
conducted by an FAA certified Remote Pilot in Command under Part 107 regulations.

III. Results

This section describes the results of the flight testing process, as well as the online database that has
been generated from the collected data.

A. Lessons from Ground Testing

Initial ground testing of system components was completed on the UW campus to validate and optimize the
system so that it could be reliably integrated into an aerial system. The GCS and the SDR ground node
were set up at a stationary position on campus. The SDR payload was integrated onto a ground vehicle, to
simulate the air SDR node.

The primary testing took place on the UW campus at a rectangular, open, grassy field, approximately
450 ft x 120 ft, that gently slopes downward along the length. The GCS was located near the top of the
field and the ground vehicle was driven downhill to waypoints along the length of the field, at 90 ft intervals,
as shown in Figure 6. The vehicle stopped at each waypoint until sufficient SDR data was received then it
continued to the next waypoint.

The ground testing proved successful in several ways. First, and foremost it demonstrated that the SDRs
functioned properly and could communicate with each other at varying ranges. Second, it was demonstrated
that the testing process needed to be streamlined before it could transition into the air. The ground vehicle
was forced to remain at each waypoint for several minutes before enough data was collected, which is not
feasible when flying a UAS with limited battery life. Additionally, it showed that the SDR signal is susceptible
to physical interference from objects nearby, such as people, large pieces of equipment and the downward
sloping terrain, in accordance with wireless communication systems theory. This made it clear that during
flight testing the ground SDR needed to be clear of interfering objects to allow an unobstructed signal to
the UAS.

B. Flight Testing Experiences

Upon completion of ground testing, operations transitioned into flight testing, which was completed in two
phases. The first consisted of testing the airframes and flight paths, to verify proper functionality prior to
attaching the payload. The second was the primary phase of flight testing. The goal of this was to collect
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Figure 5. Project vision which shows how all the components are related to each other.

Figure 6. Ground testing waypoints within Rainier Vista at the University of Washington. The GCS was
located at the home waypoint, denoted with an “H.”
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all necessary data related to the SDR in airborne flight, and took place in two locations, on both the Solo
and Argo airframes.

The goal of the first flight testing phase was to ensure that the UAS were configured properly to carry
the payload. This included several airworthiness flights of Argo, and verification of flight waypoints. The
initial waypoints, depicted in Figure 7, were set for a constant altitude of 50 m and were horizontally spaced
in a straight line directed away from the GCS at 50 m increments, with a loiter time of 20 seconds at each.
Although the basic principle of hovering at various waypoints remained the same, these waypoints were
modified as part of the test matrix discussed below.

Figure 7. Preliminary flight testing waypoints.

The data collection phase was completed at two different test site locations. The first site is Meadowbrook
Farm, North Bend, Washington as shown in Figure 8(a). This is a public use grassy field that allows plenty
of space for maneuvering.

The second location is 60 Acres Park in Redmond, Washington shown in Figure 8(b). This park is
designed to be used as soccer fields, but during the off season it is frequently used by hobbyist remote control
flyers. Both test sites are similar enough that the researchers determined they could be used interchangeably.

(a) Meadowbrook Farm, North Bend, WA. (b) 60 Acres Park, Redmond, WA.

Figure 8. Both flight test locations were flat, open, grassy fields.

A test matrix was developed to encompass a variety of waypoints and payload configurations. The
waypoints initially tested during the first phase of flight testing were modified to include different altitudes
and distances. Ultimately, the data was collected at 21 different waypoints at altitudes in 50 foot increments
from 50 ft AGL to 350 ft AGL and distances of 100, 200 and 300 ft from the SDR ground node as shown in
Table 3. Some of these waypoints were repeated using different antenna configurations as well as utilizing
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both UAS airframes to determine if antenna configuration or airframe have any effect on the SDR data. All
tests utilized dipole antennas operating at a frequency of approximately 2.48 GHz.

Table 3. Test matrix showing the parameters and waypoints tested to generate the online database.

Test
ID

Vehi-
cle

Altitude (ft) Distance to Ground
SDR Node (ft)

UAV Antenna
Orientation

UAV
Antenna

Type

SDR
Frequency

(GHz)

1 Argo 50, 100, 150, 200,
250, 300, 350

100, 200, 300 Vertical Dipole 2.48

2 3DR
Solo

50, 100, 150, 200,
250, 300, 350

100, 200, 300 Vertical Dipole 2.48

3 Argo 50, 100, 150, 200,
250, 300, 350

100, 200, 300 Horizontal Dipole 2.48

4 3DR
Solo

50, 100, 150, 200,
250, 300, 350

100, 200, 300 Horizontal Dipole 2.48

Due to battery limitations, the UAS were typically only able to accomplish a few waypoints each flight.
Therefore, sets of waypoints in the test matrix were often collected over a number of runs, and sometimes
they were spread across many days. Below, Figure 9 shows an example of the data collected using the 3DR
Solo airframe. These plots show how the percentage of successfully received packets changes with altitude,
as the horizontal distance to home remains the same. The data points shown in the packet success plot,
Figure 9(c), were collected over the course of four different flights, all at the horizontal distance to home of
200 ft, while Figures 9(a) and 9(b) show the altitude and distance to home respectively for only one of those
flights.

These position plots also demonstrate that while the Solo was hovering at each waypoint and SDR packet
data was collected, it was able to hold a very steady position in space. This stability verifies that the hovering
motion of the vehicle was minimal and should not have had a significant effect on the packet reception.

C. The Database

The data collected includes the SDR packet data, in addition to the correlated UAS telemetry information,
test site location and aircraft. The data collected was compiled into an integrated database. This database
contains two tables - the first is the SDR Table and the other is Telemetry Table as shown in Table 4 below.
The online database can be accessed here: uavchannel.ee.washington.edu.

1. Database Architecture

The SDR table contains the data that was collected at the ground SDR station. The time stamped data
recorded here helps characterize the wireless channel that the transmitter-reciever pair sees. The Telemetry
Table contains the data that was obtained after processing the data flash logs from the UAV platform. The
time stamped data recorded documents the UAV state variables during flight. These two data streams were
recorded on two separate platforms: the SDR data on the ground station computer and the telemetry logs
on the MFOC GCS. Therefore, work on merging the two streams offline was required as described below.

2. Time Synchronization

Merging the two data streams required converting different timestamp formats from the two streams into
a common format and also, calculating the offset. The Time since Week variable (which is the time since
the start of the week) field in the telemetry table was used with the Week Number field (Number of Weeks
since 1st January 1980) to obtain the overall time (in ms) elapsed since 1980. The timestamp used in the
SDR Table is representative of the number of milliseconds that have elapsed since the 1st of January 1970.
To account for the offset and the 10 year difference. The telemetry and SDR data were plotted together
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(a) Vehicle altitude during the course of one of the data
collection flights.

(b) Vehicle distance from home during the course of one of
the data collection flights. This is the horizontal distance
from the SDR ground node.

(c) The percentage of packets received successfully at each alti-
tude waypoint.

Figure 9. Example of data collected during flights where the Solo hovered at varying heights while maintaining
a constant 200 ft (or about 60 m) distance from the ground node. The data points shown in Figure 9(c) were
collected over the course of four separate flights, while Figures 9(a) and 9(b) display position information for
the waypoints during only one of those flights.

to determine a relation for the SDRTime (the timestamp in the SDR data file) to the Telemetry Table
Time since Week field.

D. Applications of the Database

The database thus generated, is useful to both wireless communications research and the aerospace & aero-
nautical research community, especially since the integration of UAVs into the NAS can be foreseen in the
near future. The research communities need to come together to collaborate and share their experiences to
solve problems such an integration is likely to pose. The goal is that the database would prove to be a small
but significant start in the direction of understanding the fundamentals of air-ground wireless communica-
tions.

The database was put together to be compatible and easily portable across various database servers.
This makes the database easily accessible to potential users without much hassle. The authors recommend
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Table 4. Database Architecture

using SQLite, a light weight server that is supported across all major programming languages.
The user can then use the data as per his/her requirement and generate plots like the ones shown in

Figure 10 for in-depth analysis. This example plot shows how the SDR RSSI and percentage of successfully
received packets vary over the course of time that the UAV is hovering at a single waypoint. Because packets
are continuously being sent while the UAV hovers, packet index represents the number of packets received
at that specific waypoint, which relates directly to time. By being able to plot parameters over time at
a waypoint, it is possible to see how specific physical parameters, such as altitude, attitude, acceleration,
etc. affect the signal strength. The authors are open to helping users in interfacing with the database and
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collaborating on projects that build on this work.

(a) RSSI variations (b) Packet success rate (in percentage) variations

Figure 10. Single waypoint wireless channel variations for UAV height = 100 feet and horizontal distance =
200 feet.

E. Challenges

1. Environmental Factors

Carrying out a flight test requires planning several days in advance, and weather forecasts were unreliable
more than a few days out. Operating a UAS requires dry conditions with little wind, and a wide open area
that meets FAA regulations with low traffic. This limited the availability for testing and consequently the
data collected.

2. Hardware

The testing platforms were made up of components from various suppliers which resulted in several com-
patibility problems. Configuring the Pixhawk with the DJI octocopter created several problems including
battery monitoring issues, voltage discrepancies, and general aircraft functionality.

Most problems encountered were due to some hardware failure. For example, a LiPo battery failed mid-
flight which almost resulted in a crash. There were also Pixhawk malfunctions which led to Argo crashing
once. Other problems included loss of connection due to controller malfunction, ground station connectivity
issues due to faulty wiring and other radio issues.

3. EMI and Orientation

While conducting the flight tests, it was found that the SDR transmission could interfere with the WiFi
telemetry link that forces the drone to return to launch (RTL) midway through a flight. Thus, the operating
frequency was changed from 2.4 to 2.48 GHz to avoid channel overlap. The transmissions from the board
are of 6 MHz bandwidth, which allowed it to stay within the 2.4 GHz - 2.5 GHz ISM band limit.

For robust air-to-ground communication link, it is imperative that the antennas on the two units be
orientated properly with respect to each other. Therefore, while conducting static tests, additional attention
to the orientation of the unmanned platform with respect to the ground station was needed.

IV. Conclusions and Further Research

The state of UAV networking to support open source R&D is strictly work-in-progress; much remains to
be done to improve various system hardware and software components and enable better (i.e. more robust)
experimental capabilities. Present infrastructure will allow further exploration of the impact of test site
locations and different UAS configurations and flight plans on the quality of the SDR downlink. Next steps
are to produce a labelled, richer public data-set and thereafter use new functionalities based on improved
system design to expand the set of questions to explore.
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