Simulation of concrete failure and fiber reinforced polymer fracture in confined columns with different cross sectional shape
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A B S T R A C T

Fiber Reinforced Polymers (FRP) have been widely used in different civil engineering applications to enhance the performance of concrete structures through flexural, shear or compression strengthening. One of the most common and successful use of FRP sheets can be found in the confinement of existing concrete vertical elements which need rehabilitation or increased capacity in terms of strength and ductility. However, efficient design of FRP retrofitting urges the development of computational models capable of accurately capturing (a) the interaction between the axial strains and lateral expansion of concrete with the corresponding stress increase in the external jacket; and (b) the fracturing behavior of the FRP jacket. In this study, experimental data gathered from the literature and relevant to FRP-confined columns are simulated by adopting the Lattice Discrete Particle Model (LDPM) and the Spectral Microplane Model (SMPM), recently developed to simulate concrete failure and fracture of anisotropic materials, respectively. LDPM models the meso-scale interaction of coarse aggregate particles and it has been extensively calibrated and validated with comparison to a large variety of experiments. These results, along with the calibration of SMPM for FRP, are pursued in the present research. The results show that, with the improvement of the existing LDPM constitutive equations to account for low confinement effects, LDPM and SMPM are able to predict the concrete material response governed by the nonlinear interaction of confined vertical members strengthened by means of externally bonded FRP composites.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

External confinement of reinforced concrete columns by means of FRP composites has become a popular technique for the rehabilitation of existing structures and for the strengthening and ductility increase of structural members. The rapid emerging of this technology has led to several studies focusing on fully understanding the behavior of FRP-confined concrete: the literature abounds with axial compression test results on concrete specimens confined by FRP jackets and several models have been also formulated, aiming to predict the stress-strain response and the failure mechanisms during the loading history.

Various analytical formulations have been proposed in terms of stress-strain relationships, mostly for cylindrical columns characterized by uniformly-confined concrete (Teng and Lam 2004), including design-oriented model, in the form of closed-form expressions deduced from test data on FRP-confined concrete specimens (Lam and Teng 2003; Rousakis et al. 2012; Ozbakkaloglu and Lim 2013), and analysis-oriented models, in the form of an incremental iterative formulation explicitly accounting for the concrete core-FRP interaction (Jiang and Teng 2007; Binici 2005; Teng et al. 2007; Moran and Pantelides 2012). The behavior of non uniformly confined concrete, typical of square and rectangular sections, can also be approximately taken into account (Pellegrino and Modena 2010; Harajli 2006; Maalej et al. 2003) through aspect ratio factors or by ad-hoc modifications of the original formulations, but the stress variations over the section are difficult to be captured and understood (Yu et al. 2010a).

In addition, advanced numerical models have been used to capture the interaction mechanisms between FRP and concrete in further details. These simulations need a sound constitutive model for concrete, in order for the results to be accurate and
different options have been explored for this scope. Several 3D FE implementations use plasticity models, mostly based on Drucker–Prager Plasticity, with different definitions of yield criterion, hardening rule and flow rule to take confinement effects into account (e.g. Rousakis et al. 2007; Karabinis and Rousakis 2002; Fam and Rizkalla 2001; Mirmiran et al. 2000). Amongst them, the method developed by Yu et al. (2010a) makes use of a hardening/softening rule which is assumed to depend on the confining pressure and of a confinement-dependent non-associated flow rule. Other 3D formulations are based on plastic-damage models (Yu et al. 2010b), able to simulate reductions in elastic stiffness of concrete and capture non-uniformly distributed stresses. More recently, also the microplane model (Bažant et al. 2000; Di Luzio 2007), considered capable of realistically simulating behavior of concrete under dominant tension, compression and complex non-proportional loading histories, has been used (Gambarelli et al. 2014). 1D models have also been proposed as simplified numerical tools to simulate cycling loading, using for instance elastic-damage models (Desprez et al. 2013) and using fibers models allowing non linearly distributed inelasticity (Teng et al. 2015a).

Most of these FE macroscopic models present limitations due to the simplifications in the constitutive laws for concrete softening response and often the good agreement between experimental data and numerical models is not general but oriented to specific applications and derived from limited empirical evidences, as highlighted, amongst others, by Yu et al. (2010a), Yu et al. (2010b), Gambarelli et al. (2014). The precise and accurate material dilatation properties during the microcracking evolution and fracture propagations, in particular, is crucial for capturing the post-peak response of FRP confined concrete (Lam and Teng 2003). The confining action of FRP jackets develops progressively during the vertical member compression process, increasing gradually and continuously in response to the lateral strain of concrete, which is, in turn, dependent on the axial strain. The mechanisms activated during the fracturing process of the material are complex and not easy to capture in a simplified macroscopic model. An interesting summary of the challenges faced by the research community on the development of a realistic numerical model for FRP confined concrete in particular and a constitutive relation for concrete in general is given by Yu-Fei Wu (Wu 2015): in his opinion, a large number of empirical models have been developed for different applications, most of which, though, are limited in their applicability, because they are mostly formulated at the macroscopic scale and are phenomenologically based.

For these reasons, in this work, a recently developed mesoscale model for concrete, called the Lattice Discrete Particle Model (LDPM) (Cusatis et al. 2011b), has been explored for the simulation of FRP-confined response of concrete columns. LDPM simulates concrete materials through the meso-scale interaction of coarse aggregate particles and it has been extensively calibrated and validated with comparison to a large variety of experimental data under both quasi-static and dynamic loading conditions. One of the most important aspect of LDPM is its unique capability of predicting macroscopic stress-strain curves and failure modes in compression simply through tensile and shearing softening at the meso-scale and without postulating the existence of softening in compression (Cusatis et al. 2011a; Schauffert and Cusatis 2011; Schauffert et al. 2012; Alnagar et al. 2013; Smith et al. 2015). LDPM, though, has not been fully validated with reference to low confinement compressive stress states, relevant to the targeted application and this is one of the aims of the present research.

As far as the FRP modeling is concerned, different methods have been explored, mostly based on two main approaches: (1) shell elements with orthotropic behavior and (2) isoparametric brick elements with an isotropic material representing the matrix and embedded reinforcement representing the fibers. Most of the models developed for FRP-confined concrete are based on type (1) approach (e.g. Shahawy et al. 2000; Karabinis et al. 2008; Koksal et al. 2009; Elsamedy et al. 2012; Jiang and Wu 2012; Teng et al. 2015b), with linear elastic material generally acting only in the hoop direction and failing brittlely when the hoop tensile rupture strain is reached. They can provide sufficiently accurate predictions during the loading history of FRP-confined columns, but they are not accurate enough to capture the global failure condition, especially in case of non circular sections. For this reason, additional variables influencing the behavior of FRP jackets (such as curvature, resin type, thickness of the plies etc) have been taken into account by some researchers (see Rousakis et al. 2008). Type (2) approach has been rarely used for confinement applications because of the higher computational effort. One example can be found in Gambarelli et al. (2014).

2. Material Models: an overview

2.1. Lattice Discrete Particle Model (LDPM) for concrete

LDPM simulates the failure behavior of concrete by modeling aggregate interaction within the material meso-structure. As accurately described in Cusatis et al. (2011b), the procedure defining the material internal structure is based on the definition of the number and size of the aggregates pieces, their position, their interconnections and also the surfaces through which forces are transmitted between them. The following steps summarize how the material internal structure is built:

1. The coarse aggregate pieces (particles), assumed to be spherical, are introduced into the concrete volume by a try-and-reject random procedure. The number and dimension of particles to be placed inside the specimen volume $V$ are determined from a set of mix-design parameters, namely cement content $c$, water-to-cement ratio $w/c$, aggregate-to-cement ratio $a/c$, maximum aggregate size $d_a$, minimum aggregate size $d_0$ (governing the model resolution), and Fuller coefficient $n_f$. The aggregate volume fraction is then computed and a consistent granulometric distribution of particles size, spanning from $d_0$ to $d_a$, is randomly generated according to the Fuller curve.

2. Over the external surfaces, zero-radius aggregate pieces (nodes) are distributed so that the surface discretization resolution is comparable to the one inside the specimen, firstly placing the vertex nodes, then the edge and surface nodes. The particles are finally located inside the specimen in order to create a statistically isotropic random mesostructure, using the procedure described in Cusatis et al. (2011b).

3. A three-dimensional domain tessellation, based on the Delaunay tetrahedralization of the generated aggregate centers, creates a system of cells interacting through triangular facets, which can be represented, in a three-dimensional setting, as shown in Fig. 1. The tessellation of a tetrahedron is shown in Fig. 1a: in general, it can be obtained by a set of triangles, defined by a point on the tetrahedron edge (edge-points $E_{ij}$), a point on the tetrahedron face (face-points $F_i$ and a point inside the tetrahedron (tet-point $T$). A polyhedral cell containing the particle is created by the collection of facets associated with each particle (Fig. 1b). The definition of these surfaces where the interaction forces are exchanged, corresponds to damage localization zones, consistently with the fracture initiating and propagating in the mortar paste.

The governing equations are derived from the basic unit of the model, which is a four-particle tetrahedron, to be subdivided into four subdomains, each associated to one particle, the portion of the three tetrahedron edges attached to the node and the six triangular tessellation facets attached to those edges. The displacement
field is defined according to the rigid-body kinematics for every subdomain. Consequently, a displacement jump \([\Delta u_{ij}]\) can be defined at the centroid of each tetrahedron facet. The facet strain vector can be defined as the displacement jump at the contact point divided by the inter-particle distance. The strain vector is decomposed into its normal and shear components. Note that the projection of the facets are used instead of the facets themselves for the decomposition, in order to ensure that the shear interaction between adjacent particles does not depend on the shear orientation (Cusatis et al. 2011b). If the unit vectors \(\mathbf{n}, \mathbf{l}\), and \(\mathbf{m}\) define a local system of reference on the projected facets, one can write:

\[
\varepsilon_{MK} = \frac{n_i[u_{ij}]}{\varepsilon_{n}}; \quad \varepsilon_{Ks} = \frac{m_i[u_{ij}]}{\varepsilon_{s}}; \quad \varepsilon_{lK} = \frac{l_i[u_{ij}]}{\varepsilon_{l}}.
\]

(1)

The corresponding normal and shear stress are calculated through meso-scale constitutive laws and the equilibrium is finally imposed through the Principle of Virtual Work (PVW).

2.1.1. Elastic behavior

As described in details in Cusatis et al. (2011b), the elastic behavior for LDPM is formulated assuming that stresses and corresponding strains are proportional:

\[
\sigma_N = E_N \varepsilon_N; \quad \sigma_M = E_M \varepsilon_M; \quad \sigma_s = E_s \varepsilon_s;
\]

(2)

where \(E_0 = E_0 (\varepsilon_0\), effective normal modulus), \(E_\alpha = \alpha E_0\) (\(\alpha\), shear-normal coupling parameter), \(E_\delta\) and \(\alpha\) are considered as elastic material properties to be identified from experimental tests. The relationship between these meso-scale LDPM parameters and the traditional macroscopic parameters \(E\) (Young Modulus) and \(v\) (Poisson ratio) can be obtained considering an infinite number of facets surrounding the aggregate piece (see for example Bażant and Prat 1988; Carol and Bažant 1997): \(E_0 = E/(1 - 2v)\) corresponding to \(E_\alpha = E_0(2 + 3\alpha)/(4 + \alpha)\) and \(\alpha = (1 - 4v)/(1 + v)\) corresponding to \(v = (1 - \alpha)/(4 + \alpha)\).

2.1.2. Fracturing behavior

The fracturing behavior, characterized by tensile normal strains \(\varepsilon_N > 0\), can be formulated with a relationship between the effective strain, \(\varepsilon = \sqrt{\varepsilon_N^2 + \alpha(\varepsilon_s^2 + \varepsilon_M^2)}\), and the effective stress, \(\sigma = \sqrt{\sigma_N^2 + (\sigma_s^2 + \sigma_M^2)/\alpha}\). The effective stress is assumed to be incrementally elastic \(\sigma = E_0\varepsilon\) and its values can span from 0 to a limit strain dependent boundary \(\sigma_{bl}(\varepsilon, \omega)\) defined as

\[
\sigma_{bl}(\varepsilon, \omega) = \sigma_0(\omega) \exp \left(-H_0(\omega) \frac{\varepsilon - \varepsilon_0(\omega)}{\sigma_0(\omega)}\right)
\]

(3)

The function \(\sigma_{bl}(\omega)\), strength limit for the effective stress, is defined as:

\[
\sigma_0(\omega) = \frac{\sin \omega + \sqrt{\sin^2 \omega + 4\alpha \cos^2 \omega(\sigma_s^2/\sigma_N^2)}}{2\alpha \cos^2 \omega(\sigma_s^2/\sigma_N^2)}
\]

(4)

being \(\sigma_s\) the tensile strength and \(\sigma_N\) the shear strength.

When the maximum elastic strain reaches the elastic limit, the boundary \(\sigma_{bl}\) starts to decay. The softening modulus, governing the decay rate, is defined as:

\[
H_0(\omega) = \frac{2\varepsilon_0}{\varepsilon_1} \left(\frac{2\omega}{\pi}\right)^{\alpha} = \frac{2E_0}{\varepsilon_1/\varepsilon_1 - 1} \left(\frac{2\omega}{\pi}\right)^{\alpha}
\]

(5)

where \(\varepsilon_1 = 2E_0 G_s/\sigma_s^2\). \(G_s\) is the meso-scale fracture energy and \(\varepsilon\) is the interparticle distance coinciding with the length of the tetrahedron edge associated with the current facet. For further details, the reader is referred to Cusatis et al. (2011b).

2.1.3. Compressive behavior

In order to simulate pore collapse and material compaction, the LDPM constitutive law in compression is based on a strain-hardening normal boundary \(\sigma_{bc}\) limiting the compressive normal stress component at the facet level. \(\sigma_{bc}\) is assumed to be a function of the volumetric strain \(\varepsilon_V = (V - V_0)/V_0\), being \(V\) and \(V_0\) the current and initial volume of the tetrahedron, and deviatoric strain \(\varepsilon_D = \varepsilon_0 - \varepsilon_V\).

For a given deviatoric-to-volumetric strain ratio \(\tau_{DV} = \varepsilon_D/\varepsilon_V\), the compressive boundary can be formulated as:

\[
\sigma_{bc}(\varepsilon_D, \varepsilon_V) = \begin{cases} 
\sigma_0 + (\varepsilon_D - \varepsilon_0)H_c(\tau_{DV}) & \text{for } -\varepsilon_D \leq 0 \\
\sigma_0 + (\varepsilon_D - \varepsilon_0)H_c(\tau_{DV})/\sigma_1(\tau_{DV}) \exp(-\varepsilon_D - \varepsilon_0)H_c(\tau_{DV})/\sigma_1(\tau_{DV}) & \text{for } 0 \leq -\varepsilon_D \leq \varepsilon_1 \\
\sigma_0 + (\varepsilon_D - \varepsilon_0)H_c(\tau_{DV})/\sigma_1(\tau_{DV}) & \text{otherwise}
\end{cases}
\]

(6)

where \(\varepsilon_0 = \varepsilon_V + \beta \varepsilon_D\) (\(\beta\) is a material parameter), \(\varepsilon_{bl} = \sigma_{bc}/E_0\) is the compaction strain at the beginning of the pore collapse, \(H_c(\tau_{DV})\) the initial hardening modulus, \(\varepsilon_1\) the material parameter governing the hardening and \(\sigma_1(\tau_{DV}) = \sigma_0 + (\varepsilon_1 - \varepsilon_0)H_c(\tau_{DV})\).

In Cusatis et al. (2011b), the slope of the initial hardening modulus is assumed to go to zero for increasing values of \(\tau_{DV}\):

\[
H_c(\tau_{DV}) = \frac{H_{0c}}{1 + \kappa_{c2}(\tau_{DV} - \tau_{c1})}
\]

(7)

where \(H_{0c}, \kappa_{c1}, \kappa_{c2}\) are assumed to be material parameters.

2.1.4. Frictional behavior

In case of compression, the shear strength of concrete increases because of frictional effects. This phenomenon can be simulated through incremental plasticity, with incremental stresses defined.
as $\sigma_M = E_T (\dot{\varepsilon} - \dot{\varepsilon}^F_M)$, $\sigma_l = E_T (\dot{\varepsilon} - \dot{\varepsilon}^F_L)$. The plastic potential can be expressed as $\dot{\varphi} = \sqrt{\sigma_M^2 + \sigma_l^2 - \sigma_n (\sigma_n)}$, where

$$\sigma_n = \sigma_s + (\mu_0 - \mu_\infty)\sigma_{N0} - \mu_\infty\sigma_N - (\mu_0 - \mu_\infty)\sigma_{N0}\exp(\sigma_N/\sigma_{N0})$$

(8)

being $\sigma_s$ the cohesion, $\mu_0$ and $\mu_\infty$ the initial and final friction coefficients and $\sigma_{N0}$ the normal stress at which the friction coefficient transitions from $\mu_0$ to $\mu_\infty$. The plastic strain increments are assumed to obey the normality rule $\dot{\varepsilon}_M = \dot{\varepsilon}_s$ and $\dot{\varepsilon}_l = \dot{\varepsilon}_s$.

The current LDPM formulation is implemented in MARS, a multi-purpose computational code for the explicit dynamic simulation of structural performance (Pelessone 2015).

2.2. Modification of LDPM constitutive law in compression

Preliminary simulations revealed that the constitutive law in compression governs the inelastic response of FRP-reinforced concrete for large enough confinement. The original LDPM formulation, described in Section 2.1 and with more details in Cusatis et al. (2011b), was conceived initially to describe the strain hardening plasticity under high compressive confinement, with micro and meso-scale pore collapse under load followed by a densification due to the contact between completely collapsed pores.

The aforementioned constitutive law, though, shows its limits when applied to the low confinement stress states, which are typical of the FRP confinement problems: the formulated hardening modulus function $H_c$ (see Eq. 7) is not suitable for negative deviatoric-to-volumetric strain ratios, generally experienced by the material in these cases. In fact, when transitioning from negative to positive volumetric strains at constant deviatoric strain, the original formulation exhibits a discontinuity in the definition of $H_c$ (Fig. 2a) such that the material appears to gain strength during the dilation process. This response is unrealistic and in contrast with typical experimental evidence. Since for $\varepsilon_N > 0$ a different set of equations governs the response (see Section 2.1.2), in Fig. 2a $H_c$ is plotted only for $\varepsilon_N = \varepsilon_D + \varepsilon_V < 0$.

Fig. 3 illustrates the typical behavior of FRP confined concrete columns compared to unconfined concrete columns, from experimental data by Wang and Wu (2008). The deviatoric strain vs. axial strain curves, where strains are computed as defined in Section 2.1, are regularly increasing for both confined and unconfined concrete. On the contrary, while the volumetric strain vs. axial strain curves show a different behavior: after an initial compaction, the material expands as long as the external confinement is able to contrast it by constraining the lateral deformations. The stiffer the wrapping, the sooner the material can reverse the dilation trend and experience re-compaction. Moreover, if the confining stress is high, the material does not experience dilation at all.

The same behavior is shown in Fig. 4, where the axial stress is plotted against the volumetric strain for both actively and passively confined concrete specimens. As described in detail in Feng and Lam (2004), for active confinement, the change from compaction to dilation occurs at different stress levels depending on the confining pressure, and thereafter the dilation tendency remains up to failure. For passive confinement, instead, dilatation can be taken over again by compaction, therefore the accurate description of the hardening function around the zero volumetric strains is particularly crucial in this case.

To overcome the discussed limitations of the LDPM formulation, a new definition for the hardening modulus is proposed in this work with Eq. (9). The hardening modulus $H_c$ is formulated to allow a continuous behavior for compaction to dilation transitions:

$$H_c = \frac{H_{c0} - H_{c1}}{1 + \kappa_{c2} (\frac{\varepsilon_D}{\varepsilon_N} - \kappa_{c1})} + H_{c1};$$

(9a)

$$r_{DN} = \begin{cases} \frac{\varepsilon_D}{\varepsilon_N} & \text{for } \varepsilon_N \leq 0 \\ \frac{\varepsilon_D}{\varepsilon_V} & \text{for } \varepsilon_N > 0 \end{cases}$$

(9b)

with $\kappa_{c0} = 0.1 \cdot \varepsilon_0$ ( $\kappa_{c3} = 0.1$) and $H_{c1}$ to be calibrated with experimental data.

This new function permits a smooth and coherent transition from contraction to expansion and vice versa: the hardening modulus decreases continuously for increasing volumetric strain and constant deviatoric strain. Similarly, for constant volumetric strain, $H_c$ decreases for increasing (in absolute value) deviatoric strains.

2.2.1. Calibration

Two sets of parameters control LDPM response. The first set, relevant to the geometrical definition of the mesostructure, is de-
scribed in paragraph 2.1. The second set, relevant to the constitutive laws at the facet level, includes: normal elastic modulus $E_0$, shear-normal coupling parameter $\alpha$, tensile strength $\sigma_t$, characteristic length $l_t$, softening exponent $n_t$, shear strength $\sigma_s$, yielding compressive stress $\sigma_{c0}$, initial hardening modulus $H_{c0}$, transitional strain ratio $\kappa_{c0}$, densified normal modulus $E_\gamma$, initial internal friction coefficient $\mu_0$, internal asymptotic friction coefficient $\mu_\infty$, internal asymptotic friction coefficient $\mu_0$, deviatoric-to-volumetric strain ratio $\kappa_{c1}$, deviatoric damage parameter $\kappa_{c2}$, unloading reloading parameter $\kappa_{c3}$. Calibration of LDPM parameters can be obtained through the best fitting of the complete load displacement curves relevant to five different experimental tests: (1) hydrostatic compression; (2) unconfined compression; (3) fracture test (with unloading/reloading cycles if cycling loading is of interest and the parameter $\kappa$ needs to be calibrated); (4) triaxial compression at low-confinement; and (5) triaxial compression at high-confinement. For more details about the calibration process, one can refer to Cusatis et al. (2011a).

2.3. Spectral stiffness microplane model for composite laminates

For the simulation of the columns wrapping, the FRP jacketing is modeled in this study by means of the Spectral Stiffness Microplane Model (Cusatis et al., 2008; Salvato et al., 2016), which is a general constitutive model for unidirectional and textile composite laminates able to simulate orthotropic stiffness, pre-peak non linearity, failure envelopes, post-peak softening and fracture.

2.3.1. Theoretical background on microplane model and spectral stiffness theorem

The Spectral Stiffness Microplane Model is based on the framework of the original kinematically constrained microplane model (Bažant and Oh, 1985; Bažant et al., 2000; Caner and Bažant, 2012; Bažant and Di Luzio, 2004; Di Luzio and Cusatis, 2011; Cusatis and Zhou, 2014) which rests on two basic ideas: (1) the constitutive relations describe micro structural phenomena not in terms of stress and strain tensors, but in terms of the stress and strain vectors acting on planes of all possible orientations at a given point of the continuum; and (2) a variational principle is used to relate the microplane vectors to the continuum tensors.

According to Cusatis et al. (2008), the Spectral Stiffness Decomposition theorem (Rychlewski, 1995; Theocaris and Sokolis, 1998, 1999; 2000) is used to extend the microplane framework to account for material anisotropy. The stiffness matrix of the composite
specific constitutive laws: $\sigma^{(i)}=f(\varepsilon_P, \varepsilon_S, \ldots)\varepsilon_P^{(i)}$ and the macroscopic stress tensor can be computed through the principle of virtual work (Cusatis et al. 2008):

$$\sigma = \frac{3}{2\pi} \int_{\Omega} P^i \sum_{I} \sigma^{(i)}_I d\Omega$$

where $\Omega$ is the surface of a unit hemi-sphere representing all the possible microplane orientations.

**Constitutive laws: elastic behavior**

The elastic behavior is formulated by assuming that normal and shear eigenstresses on the microplanes are proportional to the corresponding eigenstresses:

$$\sigma^{(i)}_N = \lambda^{(i)} \varepsilon^{(i)}_N, \quad \sigma^{(i)}_M = \lambda^{(i)} \varepsilon^{(i)}_M, \quad \sigma^{(i)}_L = \lambda^{(i)} \varepsilon^{(i)}_L$$

where $\lambda^{(i)} = I$th elastic eigenvalue.

**Constitutive laws: inelastic behavior**

Similarly to previous work by Cusatis (Cusatis et al. 2003; 2011b), the inelastic constitutive laws for each eigenmode are expressed introducing an effective eigenstress defined as: $\varepsilon^{(i)} = \sqrt{(\varepsilon^{(i)}_N)^2 + (\varepsilon^{(i)}_L)^2}$ where $\varepsilon^{(i)}_N = (\varepsilon^{(i)}_N + \varepsilon^{(i)}_L)/2$ is total shear strain component of $i$th microplane eigenstress. The relation between the stress and strain microplane components can be found introducing an effective eigenstress, $\varepsilon^{(i)}$ and imposing the consistency of the virtual work:

$$\delta W_i = \varepsilon^{(i)} \delta \varepsilon^{(i)} = \varepsilon^{(i)} (\varepsilon_N \delta \varepsilon_N + \varepsilon_M \delta \varepsilon_M + \varepsilon_L \delta \varepsilon_L) = (\varepsilon_N \delta \varepsilon_N) + (\varepsilon_M \delta \varepsilon_M) + (\varepsilon_L \delta \varepsilon_L)$$

By means of Eq. (16), the relationship between normal and shear stresses versus normal and shear strains can be formulated through damage-type constitutive equations:

$$\sigma_N^{(i)} = \sigma_N^{(i)} \varepsilon_N, \quad \sigma_M^{(i)} = \sigma_M^{(i)} \varepsilon_M, \quad \sigma_L^{(i)} = \sigma_L^{(i)} \varepsilon_L$$

The effective stress $\sigma^{(i)}$ is assumed to be incrementally elastic, i.e. $\sigma^{(i)} = \lambda^{(i)} \varepsilon^{(i)}$ and it is formulated such that $0 \leq \sigma^{(i)} \leq \sigma^{(i)} (\varepsilon^{(i)}, \varepsilon^{(i)}_N, \ldots, \varepsilon^{(i)}_L, \theta, \varphi)$ where $\sigma^{(i)} (\varepsilon^{(i)}, \varepsilon^{(i)}_N, \ldots, \varepsilon^{(i)}_L, \theta, \varphi)$ with subscript $i$ = for tension and $i$ = for compression is a limiting boundary enforced through a vertical (at constant strain) return algorithm. It is worth mentioning here that, in general, $\sigma^{(i)}$ might be a function of the microplane orientation and of the equivalent strains pertaining to other modes. This allows to inherently embed in the formulation the effects of damage anisotropy and the interaction between damaging mechanisms.

**Inelastic behavior in the fiber direction**

Cusatis et al. (2008) showed that the stiffness tensor for a UD composite, treated as transversely isotropic, can be decomposed into 4 energetically orthogonal eigenmodes, each being associated to a particular type of deformation. Mode 1 is related to the normal and shear deformation in out-of-plane direction, mode 2 is related to a macroscopic normal deformation in the direction of the fibers, mode 3 is associated to an in-plane normal deformation orthogonal to the fibers and mode 4 is related to in-plane shear deformation. In this work, it is assumed that failure of FRP happens mainly by fiber fracture and pullout. Accordingly, a strain dependent nonlinear constitutive law is defined for mode 2 whereas elastic behavior is assumed for all the other modes. This assumption is largely supported by the experimental analysis of fracture surfaces of the failed composite jackets. The strain dependent
boundary in tension, $\epsilon_N^{(2)} \geq 0$, can be expressed by the following equations:

$$
\sigma_{ht}^{(2)} = s^{(2)}(\theta, \varphi) \exp \left[ - \left( \left( \frac{\epsilon_{\text{max}}^{(2)}(t)}{\epsilon_{\text{eq}}^{(2)}} \right) \right) a_{22} \right] 
$$

where $s^{(2)}(\theta, \varphi) = s^{(2)}_0 \cos^2(\theta)$ with $s^{(2)}_0$ = mode 2 microplane tensile strength. The boundary $\sigma_{ht}^{(2)}$ evolves exponentially as a function of the maximum effective strain, which is a history-dependent variable defined as $\epsilon_{\text{eq}}^{(2)}(t) = \max_{\text{const}}[\epsilon^{(2)}(t)]$. The exponential decay of the boundary $\sigma_{ht}^{(2)}$ starts when the maximum effective strain reaches its elastic limit $\epsilon_{\text{eq}}^{(2)}(\theta, \varphi) = s^{(2)} / \lambda^{(2)}$. For the sake of simplicity, the behavior of FRP is assumed linear elastic in compression, since failure always occurs in tension for the cases under study. The total number of required parameters to describe mode 2 in tension is 3, $s^{(2)}_0$, $\lambda^{(2)}$, $\kappa^{(2)}$, and $a_{22}$ and they need to be calibrated according to experimental data.

### 3. Numerical analysis of FRP confined concrete

#### 3.1. Material properties and experimental tests

The experimental tests performed by Wang and Wu (2008) are taken as a reference for the present numerical study, where concrete specimens (width/height = 150 mm/300 mm) with different corner radii (Fig. 6), unconfined and wrapped by 1 or 2 carbon FRP plies (equivalent thickness per layer $s = 0.165$ mm), are subjected to compression. The concrete used in the experiments was based on the following mix design: $c = 280$ kg/m$^3$ (cement content, estimated), $w/c = 0.77$ (water to cement ratio), $a/c = 7.5$ (aggregate to cement ratio, estimated), $d_a = 10$ mm (max aggregate size), $n_f = 0.5$ (Fulder curve exponent, estimated). Macroscopic elastic and strength properties of the materials are summarized in Table 1.

After sanding and cleaning the specimen surface, the FRP was wrapped around it by typical manual lay-up procedure, orienting the fibers in the hoop direction and forming one or two layers. Strain gauges were mounted prior to the testing at multiple points at the mid-height of the specimens to measure the strains at different locations of the FRP laminate. Three identical specimens for each condition were tested and the average responses were reported in the publication (Wang and Wu 2008).

### 3.2. Model generation

As described in Section 2.1, the randomly generated concrete meso-structure is constructed by defining the coarse aggregate particles on the basis of the concrete mix design and the minimum aggregate size ($d_0 = 5$ mm hereinafter), governing the resolution of the model.

The LDPM parameters, required for the definition of the facet constitutive law (Cusatis et al. 2011a; 2011b), are calibrated through the best fitting of the complete load-displacement curves relevant to different experimental tests. As previously mentioned, in general hydrostatic compression, unconfined compression, fracture test, triaxial compression at low-confinement, triaxial compression at high-confinement are needed for a complete calibration. In the present study, all needed experimental curves were not available from Wang and Wu (2008), consequently some of the parameters were estimated from other available experimental data relevant to the concrete mixes similar to the ones under investigation. The experimental axial stress vs. axial strain curve for circular specimens unconfined and confined with one FRP layer were fitted using the following LDPM parameters: $\varepsilon_0 = 40,000$ MPa, $\varepsilon_0 = 0.25$, $\sigma_0 = 3.65$ MPa, $l_t = 200$ mm, $\sigma_0 = 2.5$, $n_0 = 0.2$, $\sigma_0 = 45$ MPa, $H_0/E_0 = 0.3$, $K_{s0} = 4$, $K_{c1} = 1$, $K_{c2} = 5$, $H_1/E_0 = 0.1$, $\mu_0 = 0.2$, $\mu_\infty = 0$, $\sigma_{\text{eq}} = 600$ MPa, $E_t/E_0 = 1$.

In the simulations, the load was applied through steel platens, modeled as rigid bodies, directly in contact with the specimens ends and equipped with a constraint algorithm to simulate high friction conditions. Specifically, the adopted constraint restricts the set of top and bottom nodes of the specimen to move on the top and bottom plate surface, respectively, with a master-slave formulation for the direction perpendicular to the surface and with a stick-slip friction model for the resistance to sliding along the plane. The friction coefficient $\mu$ is computed as a function of the contact slippage $\nu$, $\mu(\nu) = \mu_d + (\mu_s - \mu_d)\nu_0/(\nu_0 + \nu)$ with the friction parameters optimized for high friction ($\mu_s = 0.13$, $\mu_d = 0.015$, $\nu_0 = 1.3$ mm) according to Cusatis et al. 2011a. Fig. 7 shows an example of LDPM discretization and the rigid plates for the boundary conditions.

---

**Table 1**

<table>
<thead>
<tr>
<th>Property</th>
<th>Concrete</th>
<th>FRP sheet</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fiber dir.</td>
<td>Transverse dir.</td>
</tr>
<tr>
<td>Modulus of elasticity (MPa)</td>
<td>30,000</td>
<td>230,000</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>0.2</td>
<td>-</td>
</tr>
<tr>
<td>Shear modulus (MPa)</td>
<td>-</td>
<td>4,000$^a$</td>
</tr>
<tr>
<td>Compressive strength (MPa)</td>
<td>31</td>
<td>-</td>
</tr>
<tr>
<td>Tensile strength (MPa)</td>
<td>3$^a$</td>
<td>3482</td>
</tr>
<tr>
<td>Fracture energy (N/mm)</td>
<td>0.14$^a$</td>
<td>220$^a$</td>
</tr>
</tbody>
</table>

$^a$ Estimated value.
The FRP jackets are modeled by means of quadrilateral shell elements with one in-plane integration point and physical hourglass stabilization (Belytschko and Leviahtan 1994) and they are given the orthotropic behavior through the described spectral stiffness microplane model, which allows orienting the fibers in the hoop direction. The mechanical properties of the FRP laminates are assigned according to the manufacturer data (Wang and Wu 2008; Gambarelli et al. 2014) or estimated from literature (Mottram 2004; Gerstle 1991) and the corresponding parameters are reported in Table 1. The parameters of the spectral stiffness microplane model governing the inelastic behavior of the fibers were calibrated according to given ultimate stress and estimated value of fracture energy, according to Salvato et al. (2016) (see Table 1). Spurious mesh sensitivity due to strain localization was avoided by means of the crack band model (Bažant and Oh 1985). For a 5 mm × 5 mm shell element the calibrated parameters are: $s_{0}^{(2)} = 3.482$ MPa, $v_{x}^{(2)} = 0.04$, $a_{2} = 0.75$. The resulting response of the composite in the fiber direction is shown in Fig. 8. Considerations on the interface behavior between concrete column and FRP plies are given in Section 5.1.

4. Considerations on the FRP ultimate condition

Failure of FRP-confined columns is always due to the rupture of the FRP jacket, governed by the fracturing tensile strain or tensile strength in the hoop direction (Teng and Lam 2004). The material allows limited stress redistribution because of its elastic brittle character so the identification of the fracturing tensile strain is paramount to understand the column collapse mechanisms. In many existing theoretical or numerical models (Teng et al. 2001; Lam and Teng 2004a) the tensile rupture of FRP is characterized by the hoop strain reaching its fracturing limit as measured from coupon tests. However, different experimental results have shown that the hoop rupture strains of FRP measured in FRP-confined columns are on average significantly lower than coupon failure strains (see Smith et al. 2010; Xiao and Wu 2000; Pessiki et al. 2001; Shahawy et al. 2000). In particular, Wang and Wu (2008) report a FRP fracturing strain at least 25% lower than the one measured on coupons and that the reduction is more significant (a) in the corners and (b) in case of multiple layers. A systematic analysis of the factors influencing the fracturing condition of FRP-wrapped concrete columns is given by Chen et al. (2013), where different causes were highlighted to affect the composite rupture. They are herein briefly listed: (1) geometrical factors, such as geometrical discontinuities, FRP overlap region, geometrical imperfections and curvature of the FRP jacket; (2) FRP material factors, such as unintentional fiber misorientation, misalignment and uneven tension of fibers, damage of fibers, triaxial stress state in the FRP; (3) concrete material factors, such as nonuniform deformation and strain localization in concrete; (4) adhesive material and geometry factors, such as mechanical properties and geometrical details of the adhesive; (5) loading factors, such as eccentric or non uniform loading, stressing attributable to thermal deformation and creep.

The numerical model developed in the present paper is able to account for the concrete material factors, being LDPM a meso-scale model. LDPM captures naturally the non uniform local deformations on concrete, leading to non uniform strain deformation in the FRP, in both the circumferential and axial direction. Consequently, FRP strain localization resulting from concrete cracking can be also simulated. However, the FRP jacket is modeled with orthotropic shell elements of equivalent thickness $s = 0.165$ mm/layer and the tensile properties of a wet layup processed FRP are assigned on the basis of the nominal thickness of the fiber/fabric sheet, because the actual thickness is difficult to control and the resin contribution is relatively small (Lam and Teng 2004b). For these reasons, the numerical simulations in this study cannot include any FRP material or geometrical factors related to fibers or matrix.

5. Results and discussion

5.1. Preliminary study on the FRP-concrete interface

In a preliminary study, different types of formulations for the FRP-concrete interaction were examined, by using the square and the circular shaped columns wrapped by 1 layer of composite. In particular, the following options were explored in order to evaluate the sensitivity of the model to the interface behavior. The first option (1) consists of a master-slave formulation where the FRP nodes (slaves) are forced to lay on the external lateral surface of the concrete column (master) and both normal and tangential forces are transferred. This means that no slippage is allowed at the interface, corresponding to cases in which debonding does not occur. In the second option (2), a master-slave formulation is still used but the nodes of the external lateral surface of the concrete column (slaves) are forced to lay on the internal lateral surface of the FRP jacket (master) and both normal and tangential forces are transferred. Again, no slippage at the interface is allowed. The third option (3) is characterized by master-slave formulation where the FRP nodes (slaves) are forced to lay on the external lateral surface of the concrete column (master) and only normal forces are transferred. This means that relative slippage at the interface can occur freely, representing a fully debonded situation. The final option (4) is similar to (3) but the nodes of the external lateral surface of the concrete column (slaves) are forced to lay on the internal lateral surface of the FRP jacket (master).

Rotations of FRP shell elements and LDPM particles are not constrained in any of the 4 cases.

The comparison in terms of axial stress vs. axial strain curves is shown in Fig. 9. Results in Fig. 9a shows that it is more appropriate to consider the lateral surface of concrete column as master and the FRP as slave, in the contact definition. As a matter of fact, curves (2) and (4) do not describe properly the behavior of the circular column because the confining effect provided by the jacket is considerably underestimated. The response is much more realistic in case of curves (1) and (3), as it emerges from the comparison.
with the experimental data, and it does not change significantly whether the tangential component is taken into account or not. This results indicate that the circular columns are less sensitive to debonding due to the symmetric character of the deformation process, at least prior to failure. In Fig. 9b, the comparison between curve (1) and (3) shows that, for square columns, the confinement effect decreases substantially when the tangential interaction between the surfaces is neglected. This proves that the debonding mechanisms play a major role due to the discontinuities associated with sharp corners.

According to these observations, one can conclude that the development of a proper contact algorithm for the bond, able to capture the progressive debonding effects, is indeed important, especially for the right-cornered sections. In the examples discussed in the following sections, the interaction between the concrete columns and the FRP plies is modeled with the type (1) algorithm in case of larger corner radius. For the columns with smaller corner radius, the predictions with algorithm (1) and (3), are compared and discussed.

5.2. Response of columns with larger corner radius

The uniaxial stress-strain curves in Fig. 10 are relevant to specimens with corner radius from \( r = 30 \) mm to \( r = 75 \) mm. Experimental and the numerical responses of unconfined and FRP-confined concrete columns (with 1 layer and 2 layers) are compared for each cross section. Similarly to the experiments, the axial stress is obtained by dividing the global axial displacement over the specimen height and the lateral strain as an average of the radial displacements over the undeformed radial length, measured at the middle of each side face and at half-height of the specimen. The results show that, after the calibration of the parameters through the unconfined concrete loading curves and the response of the circular columns, the model can capture the behavior of concrete columns in compression subjected to uniform and non-uniform confinement at different levels. As well-known from the majority of existing experimental tests, the axial stress-axial strain curves of FRP-confined concrete are characterized by a monotonically hardening bilinear shape, where the change in shape occurs always at a stress level close to the unconfined concrete compressive strength, as opposed to feature a softening branch typical of actively confined concrete at low confinement. As the axial stress increases, the confining pressure provided by the jacket also increases instead of remaining constant and if the stiffness of FRP exceeds a certain threshold value, this confining pressure increases fast enough to ensure that the stress-strain curve is monotonically hardening. Naturally, the higher is the FRP stiffness, the higher is the slope of the second branch, as shown by the typical evolution of stress vs. strain captured for different number of FRP layers. This feature of the response is well captured by the current model. The corner radius effect is also captured and higher post peak stiffness is observed for columns with a larger corner radius, in both experiments and simulations. Fig. 11 shows stress and strain distributions in the FRP jacket at the ultimate condition for the different columns. All the columns fail by tensile rupture of the FRP wrap in the midheight region and rupture originates from the vicinity of the corners, as seen in the experiments (e.g. Wang et al. 2012; Dalgic et al. 2016; Wang and Wu 2008). In Fig. 12, the fracture patterns developed in the concrete columns are reported through the plotting of the meso-scale crack opening. Before the FRP rupture, the damage in concrete is symmetrically distributed according to the geometry and it gradually increases with the reduction of the corner radius, especially along the sides of the specimens according to the reduction of the confinement effects. With the FRP rupture, the symmetry of the response is completely lost: strain and damage localization occur with the sudden growing of an inclined fracture in the FRP jacket and consequently a shear band in the concrete element, causing the collapse of the specimen. The ultimate stress and strain values, together with the failure modes, are captured with very good approximation by the proposed model (see Fig. 10), proving that the combination of LDPM and SMPM can provide a numerical tool more powerful and realistic than the majority of the existing FE models for FRP-confined concrete.
5.3. Response of columns with smaller corner radius

The overall behavior of the columns with the smallest corner radius \((r = 15 \text{ mm} \text{ and } r = 0 \text{ mm})\) is shown in Fig. 13. The experimental stress-strain curves lack the characteristic bilinear trend, typical of FRP-confined rounded columns; instead, they have a softening tendency after the peak due to the progressive rupture and debonding of the jacketing, which is able to provide some increased ductility but not additional strength.

The numerical curves obtained without allowing debonding (contact type 1) generally overestimate both the confining effect and the stress level at which failure of the FRP occurs. On the contrary, these two features are both underestimated when tangential debonding is assumed from the beginning of the simulation (contact type 3). Therefore, confirming what was preliminary observed, a more sophisticated formulation of the FRP-concrete bond is required for sharp cornered columns, to be able to predict the progressive debonding mechanisms occurring at the interface. Such failure mechanisms, very uncommon for more round shaped columns, significantly decreases the effectiveness of the strengthening (Buyukozturk et al. 2004), especially if the debonding interacts with the local rupture of the composite. Furthermore, it has been recently pointed out by Gambarelli et al. (2014) that not only delamination between matrix and concrete surface, but also between matrix and carbon fibers might occur, especially close to the corners, making the modeling of the interface even more complex.

Nonetheless, the current model can capture an interesting aspect of the behavior if debonding is prevented. The confining effect in square columns is highly non uniform and not very effective, therefore, a descending branch in the stress-strain curve is possible at stress levels close to the compressive strength, even if the FRP does not debond or fracture. This happens “because the dilatation of concrete on the straight sides may only cause a slight bulging of the FRP jacket without significantly mobilizing its membrane action” (Wu and Zhou 2010). Further increase in stress usually occurs later, with the increase of lateral deformation and, consequently, of the confinement pressure to a level sufficient to generate the hardening response. This phenomenon has been observed and described in literature (Jiang and Teng 2007) and it is well captured by the simulation (Fig. 13). In addition, as previously mentioned in Section 4, the proposed approach cannot take into account the FRP material or geometrical factors related to the fibers.

![Fig. 10. Stress vs. strain curves for columns with larger corner radius.](image-url)
or adhesive that lead to the rupture of the composite and, consequently, to the column collapse. These factors tend to have a more important effect in the case of sharp corner columns. The jacket is modeled with orthotropic shell elements of nominal thickness $s = 0.165$ mm/layer, being the actual thickness difficult to control and the contribution of the matrix relatively small (Lam and Teng 2004b). However, neglecting the matrix contribution when a substantial difference between the nominal and the actual thickness occurs can lead to inaccurate approximations in the composite response. For instance, the flexural behavior, and the consequent triaxial stress state, cannot be modeled accurately in the case of sharp-angled cross sections, where the FRP soon experiences high local stress concentrations and local damage accumulation.

6. Conclusions and further research

A three-dimensional framework for the numerical simulation of concrete columns confined by FRP loaded in compression has been presented in this paper. The approach is based on a meso-scale model for concrete, the Lattice Discrete Particle Model (LDPM) and a microstructural inspired constitutive equation for FRP, the Spectral Microplane Model (SMPM). With the described improvement of the constitutive law in compression for LDPM and after the parameters calibration, the model can predict the behavior of FRP confined concrete and its sensitivity to the stiffness of the FRP wrapping and to the shape of the cross section. With reference to the experimental data used for this study, the response of the specimens with largest corner radius (from $r = 30$ mm to $r = 75$ mm) is accurately described, not only in terms of stress vs. strain curves but also in terms of ultimate condition, which is captured with a very good accuracy for the different cross sections. The model can realistically capture the fracture patterns developing in concrete during the loading history and the failure modes related to the FRP jacket fracture. The specimens with sharpest corner ra-
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