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Simultaneous free-surface deformation and near-surface

velocity measurements

D. Dabiri, M. Gharib

Abstract A newly developed non-intrusive approach has
been devised for studying near-surface flows where it is
important to be able to construct correlations between
small-sloped free-surface deformations and near-surface
velocities. This method combines digital particle image
velocimetry (DPIV) and the reflective mode of the free-
surface gradient detector (FSGD) technique into a single
measurement system, providing us with an approach to be
able to characterize correlations between elevation and
kinematic properties, such as velocity and vorticity, which
is essential in understanding near surface turbulence.
Furthermore, as the free-surface elevation is directly pro-
portional to the pressure for low Froude number flows,
this method will allow for the measurement of pressure
near the free surface. This will also be useful in calculating
the pressure-velocity term in the turbulent kinetic energy
equation for near-surface flows. The approach is explained
and demonstrated by measuring these correlations for a
vertical shear layer intersecting a free surface.

1

Introduction

Free-surface flow phenomena are a subject of great interest
as their effects can be seen both in nature and in matters of
practical importance. Wave breaking, both spilling and
plunging, is responsible for large air, and therefore oxy-
gen, entrainment into the oceans, and is therefore a major
contributor to the existence of life within the oceans. From
a more practical view, ship wakes have been known to
persist for over several hundred kilometers, thus making
them detectable to different remote sensing techniques. In
order to understand these phenomena, it is important to
understand not only the fluid mechanics beneath the free
surface, but also the free-surface deformation, and their
interaction with each other. The interaction of the free
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surface with the near-surface turbulence is by no means
simple. The near-surface turbulence causes deformations
of the free surface, thereby storing energy in this defor-
mation. When the deformation relaxes, energy is then
released back into the fluid, thereby affecting the near-
surface turbulence. Should the deformations be large, it is
possible for the deformations to release their energy in the
form of radiating waves that travel away, thereby affecting
the near-surface flow elsewhere. To understand these
phenomena, it is important to be able measure both the
near-surface velocity, and the free-surface deformation
simultaneously, at least within a two-dimensional domain,
in order to obtain insights into the physics of such
interactions.

While velocity measurements have enjoyed dramatic
progress through the development of DPIV techniques, it
is only recently that free-surface measurements have been
developed to the degree that would allow for both spatial
and temporal measurements. Cox (1958) first developed a
single point, single slope component detector, capable of
measuring water slopes through time. More recently,
Zhang and Cox (1994) and Zhang (1995), using a dis-
cretized color palette, developed a FSGD based on a re-
fractive color encoding scheme, capable of measuring two
slope components for a given area at a single point in time
for short wind wave studies. For more accurate results,
Jahne (1997) and Balschbach et al. (1998) incorporated a
continuous color palette with the refractive FSGD tech-
nique. Such gradient and elevation schemes are a subset of
the more general shape-from-shading techniques as
explained by Klette et al. (1998).

Initially, these methods, which relied on image acqui-
sition, were applied to single photographic images. How-
ever, with the advent of technology, it became possible to
apply these methods to data acquired through video
technology, and thereby attain time-evolving results. For
example, a real-time acquisition version of the refractive
color-encoding method using a discretized color palette
was developed for the study of time-evolving free-surface
deformations (Zhang et al. 1996; Dabiri et al. 1997). In a
clever approach, Hering et al. (1996) and Wierzimok et al.
(1996) obtained both free-surface elevation results and
particle paths from sparsely seeded flows, using a com-
bined digital particle tracking velocimetry method (DPTV)
and a refractive color-encoding FSGD technique. Since
waves were studied, the refractive color-encoding scheme
was used, as it was necessary to resolve large slopes.

Interestingly, the work of Dommermuth et al. (1994)
provides a method whereby the near-surface pressure field
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can be obtained through the free-surface deformation
field. In their study, it is shown that by looking at low
Froude number flows, it is possible to express the equa-
tions of motion as
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where the superscript r refers to components that con-
tribute to the free surface roughness, # is the free-surface
elevation, P is the pressure normalized by the density, U is
the velocity, the subscript a refers to atmospheric condi-
tions, o is a source coefficient, and W is the vertical ve-
locity component and f is a linear operator. Most
interesting is the last of these equations that shows that
with the neglect of the atmospheric pressure, the surface
elevation is hydrostatically balanced by the vortically-in-
duced pressure. This insight provides us with a way to
measure near-surface pressures through the measure of
free-surface elevations.

To better understand free-surface flows, as a first step,
we propose to examine the interaction of the free surface
with the near-surface turbulence without the added com-
plexity of wave radiation due to steep slopes. However, for
small free-surface deformations, the refractive FSGD will
not provide enough resolution to properly map out the
deformation field. It is therefore the intent of this paper to
present a combined technique that incorporates a real-
time digital free-surface reflective gradient detector
(FSGD) system with DPIV, to provide simultaneous, time-
evolving flow and surface deformation fields for free-
surface flows with small deformation slopes. As will be
shown below, this is important in terms of identifying
correlations between surface elevation and various kine-
matic properties, as well as being able to calculate the near
surface pressure spectra.

2
Free surface gradient detector

2.1
Operating principle
The operating principle behind the FSGD is to color code
the different slopes of the free surface with different colors
in order to establish a one-to-one correspondence between
color and slope (Dabiri et al. 1997; Zhang et al. 1996;
Zhang and Cox 1994). There are basically two modes that
can be employed. The refractive mode is used for cases
where the slope variations are large, while the reflective
mode is used for cases where slope variations are small.
For the present setup, the reflective mode is used since the
range of free surface slopes was small.

The principle of the reflective mode is shown in Fig. 1.
A color palette, when placed in front of a diffused white
light source, will illuminate each of the colors in all di-

rections. When a lens is placed at a distance of one focal
length away from the color palette, all of the rays of each
color will become parallel; yet will be oriented in different
directions with respect to other colored light rays. This
setup will then create a system of parallel color beams,
which is used to illuminate the free surface. Figure 2 shows
how the different free-surface slopes are color-coded.
When the free surface is illuminated with the parallel color
beams, there is only one free surface slope that will reflect
a particular color towards an observer located far away. In
this way, a one-to-one correspondence is achieved between
color and free-surface slopes.

2.2

Color palette

For a reflective system, the angle of the reflected beams
from the free surface is equal to the incident angle onto the
free surface. Therefore, as shown in Fig. 3, the largest angle
that can be measured, oy, is a function of the diameter of
the lens, D, its focal length, f, and the diameter of the color
palette, Dq:

Omax = tan ! <%j> < tan™! (%) = tan ! <ﬁ) .( |
1

When the size of the palette is equal to the size of the lens,
the maximum measurable angle can be determined by the
F# of the lens. The maximum measurable area denoted by
Lax depends on the size of the lens, D, the angle between
the optical axis and the free surface normal, f§, the normal
distance from the center of the lens to the free surface, H,
and the largest possible angle between the light rays and

the free surface normal, f8,, (see Fig. 3), and is given by
the relation:

D
Liax = Dcos 5, — (H — Esin ﬁ()) tan S«

- (H + gSin ﬁO) tan(ﬁmax - 230) . (2)

A sample color palette used is shown in Fig. 4. Given this
color palette, the dimension of each of the color elements
can be denoted by de. Therefore, the smallest angle change
that can be measured is

do < tan” ' (de/f) (3)

and is defined as the slope sensitivity. The viewing angle of
the camera is

Y =tan '(D./L) , (4)

where D, is the diameter of the camera lens, and L is the
total length from the free surface to the camera. To prevent
any super-positioning of the adjacent colors, the camera-
viewing angle must be less than the slope sensitivity:

D. _Jde
—= <. (5)
L= f

The color palette shown in Fig. 4 had two problems. First,
the discrete nature of the color palette limited the number
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Fig. 1. Reflective mode setup of the free-surface gradient detector
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Fig. 2. Reflective mode close-up showing the color-coding mechanism
Fig. 3. Optical setup and ray tracing showing the measurable area of the free surface

Fig. 4. Discrete color palette
Fig. 5. Continuously varying color map

of colors (and hence slopes) that could be measured.
Second, the intensity variations resulted in poor mea-
surements for low intensity colors. Therefore, a new con-
tinuously varying color map shown in Fig. 5 as proposed
by Jahne (1997) and Balschbach et al. (1998) is used. The
colors are designed so that green varies linearly in the x-
direction, and red and blue vary linearly in the y-direction.
Each of these colors is then normalized and recombined
so that

3G/(R+G+B) , (6)
varies linearly in the x-direction, and
3(R—B)/(R+G+B) , (7)

varies linearly in the y-direction. Since this color palette is
continuous and normalized by the intensity, it has the
advantage of increasing the slope sensitivity as well as
compensating for spatial intensity variations.
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2.3

Calibration

In order to convert from the color images to the free-
surface slopes, it is necessary to create a lookup table by
performing a calibration. It is important that the calibra-
tion be done in the exact same setup as the experiment, as
the data acquired is highly dependent on the setup of the
FSGD. The calibration is performed by first placing a
spherical mirror of known curvature within the desired
measurable area. The FSGD illuminates the spherical
mirror, and the rays collected by the color camera from
the spherical mirror are saved as the color calibration
image. Since the slopes of the spherical mirror are known,
a lookup table can be easily constructed using the colors
and their corresponding slopes.

24

Free surface elevation extraction

The acquired images are slightly noisy due to the camera’s
electronics and the low lighting. Therefore, the first step is
to pre-process the images by applying a median filter.
Once the digitization noise is removed, the color images
are converted to free surface slopes using a lookup table,
described in the previous section. The free surface eleva-
tion is then derived by integrating the slopes in the Fourier
domain. Any function, f, can be represented by its Fourier
transform

fxy) < Flkoky) - (8)

The derivatives of this function can be represented as a
function of the Fourier transform of f,

f;,(x,y) & ikyF(kx,ky) = F),(kx,k},) , (9)
fx(x,y) < ikxF(kx,k),) :Fx(kx,ky) . (10)
By rearranging and combining Eqs. (9) and (10), the free
surface elevation can be calculated as:
flx,y) +C < F(kxaky)
_Fx(kx,ky) - (—iky) +Fy(kx,ky) . (—iky)
- k2 ) (11)

where C is the constant of integration, and must be de-
termined a priori. This approach has been previously
recommended and used by Zhang and Cox (1994), Zhang
(1995, 1996), Zhang et al. (1996), Dabiri et al. (1997) and
Balschbach et al. (1998).

3
Digital particle image velocimetry (DPIV)
The DPIV processing technique used is a cross-correlation
technique described by Willert and Gharib (1991), incor-
porating the window-shifting technique developed by
Westerweel et al. (1997). As DPIV has been well docu-
mented, full details of it shall not be discussed in this
paper, and the reader is referred to Gharib and Dabiri
(1999) and its references for a full explanation of cross-
correlation DPIV. Below, we give a brief outline of the
DPIV technique used, and its associated uncertainties.
The DPIV technique involves seeding the flow with
optically reflective particles. Pulsed lasers (typically

Nd:YAG lasers) are used to create a laser sheet to illumi-
nate the cross-section of interest. A digital video camera
captures sequential, singly-exposed images of the illumi-
nated particle fields. For analysis, an interrogation window
subsamples identical portions of sequential image pairs.
By calculation of a cross-correlation for the local interro-
gation window, a local velocity vector is obtained. Upon
systematic scanning of the images with the interrogation
window, a velocity vector field is thus obtained.

Since the particles move within the interrogation win-
dow, the number of particles common to both sequential
images is less than the total particles within each of the
windows, hence resulting in an uncertainty of ~3 and
~6% in the velocity and vorticity measurements, respec-
tively. By locally moving the interrogation window in the
second of the sequential image pairs, using the DPIV re-
sults from the stationary interrogation window as a guide,
it is possible to increase the number of the particles
common to both sequential images. This procedure boosts
the signal-to-noise ratio so that the velocity and vorticity
measurement uncertainties are within 1% and 2%, re-
spectively (Dabiri et al. 1995).

4
Experimental setup
The experiment is done within a free-surface shear layer
facility in order to measure both the free-surface defor-
mation due to the interaction of the shear layer with the
free surface, and the flow field directly below the free
surface. The test section of the tunnel is 2-m long, 1-m
wide, and 0.75-m high (see Fig. 6). At rest, the fluid level is
0.56-m high. Neutrally buoyant, silver-coated glass sphere
particles with an average diameter of 14 & 5 um are used to
seed the flow. For the DPIV measurements, dual Nd:YAG
lasers and appropriate optics are used to generate a planar
light sheet parallel to the free surface. The light sheet is 1-
mm thick and is located just below the free surface to map
out the near surface flow field. The time difference between
the exposures is 2 ms. The DPIV images are 1008 x 1018
pixels, and are processed using a 32 x 32 pixels window
size with a 50% window overlap. All images acquired are
recorded at 30 frames/s onto a real-time digital recorder.
As the setup of the technique is sensitive to the geom-
etry of the set-up for the FSGD technique, both the cali-
bration and the experiment are done with the same set-up
and within the same experimental facility. In order to be
able to measure free-surface deformations of large areas, it
is necessary to use a large lens. Unfortunately, large lenses
with low F#’s and good performances are quite costly. So it
is most effective to replace the lens with a mirror, which
has the added advantage of eliminating inaccuracies due to
chromatic aberrations. The free-surface gradient detector
setup is shown in Fig. 7. It is designed to allow for ease of
adjustment of the distance between the mirror, color pal-
ette, and the light source, as well as the angle of this setup
with respect to the free surface. The color palette used is
shown in Fig. 5, and is 10.16 x 10.16 cm?. The mirror used
is a 20.32-cm diameter front surface coated spherical
mirror, with a 60.96-cm focal length. A linear xenon strobe
light is used for illumination, since xenon provides a rel-
atively uniform spectral response across the visible spec-
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trum. The elevation range measured is +1.2 mm with a
maximum measurement uncertainty of 6%.

To ensure simultaneous acquisition of both free surface
deformation and the near surface velocity field, it is nec-
essary to synchronize the DPIV camera with the FSGD
camera. This is achieved by using the horizontal and
vertical drives of the DPIV camera to drive the horizontal
and vertical drives of the FSGD camera, respectively.
Figure 8 shows the pulse sequence of both the DPIV and
FSGD cameras and their proper placements in relation to
each other to ensure simultaneous data acquisition. Also,
to ensure proper alignment of the two acquisition cameras,
first, the superimposed, live images from both cameras are

Fig. 6. Free shear tunnel facility
with DPIV experimental setup
Fig. 7. Free-surface gradient
detector setup

used to coarsely align the imaged areas. Then, four points
located at the corners of a “+” are simultaneously acquired
by both systems. The centers of these points are then de-
termined to within 1/10th of a pixel using a one-dimen-
sional Gaussian curve fit about the peak of each of these
points in both the x- and y-directions. Lastly, the sizes and
locations of the “+”s mapped out by the four points in
each of the alignment images is used to determine and
correct for the magnification, translation, and rotational
differences between the two data sets.

Figure 9 shows the format in which the data was taken
and will be presented. The high-speed side is on the
left and is 22.5 cm/s while the low-speed side is on the
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Fig. 9. Format in which the data is taken. High-speed side is on
the left, while the low-speed side is on the right

right and is 10.6 cm/s. The center of the imaged are is
35.5 cm downstream from the splitter plate, and the flow
as shown is from bottom to top. The Reynolds number
based on the average velocity of the two streams and the
vorticity thickness of the shear layer at the surface at mid-
image is 7425, and the Froude number based on the depth
of the water channel is 0.07. At these velocities, the de-
formations are not severe, as there are no wave breaking,
or capillary waves generated, thereby making the use of
the reflective mode optimal.

5

Error analysis

As the sources of error for DPIV are well documented, the
reader is again referred to Gharib and Dabiri (2000) and its
references for more information. For the FSGD set-up, the
sources of error that contribute to the uncertainty of the
measurements can be broken down into two parts, optical
errors and processing errors.

The optical errors can be sub-divided into four parts,
chromatic aberrations, spherical aberrations, coma, and
astigmatism. Chromatic aberrations arise when there are
multiple frequencies that refract through a lens. Since the
focal capabilities of the lens are a function of the index of
refraction, which in turn is a function of color, or fre-
quency, various colors will focus at various points along
the optical axis. Spherical aberrations correspond to a
dependence of focal length or aperture for nonparaxial
rays. This implies that, for an incoming bundle of mono-
chromatic parallel rays aligned with the optical axis, the
focal points on the optical axis will be a function of the ray
height from the optical axis at the lens. Comatic aberra-

nization for the DPIV and FSGD cameras

tions arise when a point off-axis on the object plane fo-
cuses to various points on a vertical plane in the image
plane, due to the fact that the focus is also a function of the
ray height from the optical axis at the lens. Lastly, astig-
matism refers to aberrations arising when a cone of rays
strikes a lens asymmetrically, thereby resulting in two
distinct focal lengths. Since the colored beams are reflected
by a mirror rather than refracted by a lens, chromatic
errors are entirely avoided. However, since the present set-
up is an off-axis set-up with a spherical mirror, all the
other aberrations will contribute to uncertainties within
the present system. It should be pointed out that since a
continuous color palette is used, the adverse effects of
these aberrations can be reduced (Zhang and Cox 1994) by
taking advantage of the fact that due to the optical aber-
rations, colors from the color palette, when imaged, will be
locally averaged onto each pixel. Therefore, since the color
palette is continuous and linear, the resulting averaged
color will be close to a color unaffected by aberrations,
thereby minimizing the effects of the aberrations

just described.

The processing errors have been discussed in depth by
Zhang (1996). Most importantly, it is shown that the data,
after conversion to the Fourier domain, must be artificially
extended to a larger area so that the periodic boundary
values change without discontinuities by reflecting the
data set across each boundary. Therefore, if the slopes in
the x- and y-directions are defined as

f;c(x,)’) = X<xay) and f;/(x,)’) = Y(xvy) )
for a domain
\_(O>Lx)7 (O7L)’)J ’

then the data sets are extended such that

ﬁc(xvy) = X(_xay) and fy(xvy) = Y(_'xvy)
for | (—Lx,0),(0,L,)] ,

f;c(x,)’) = X<xa _}’) and f;/(xay) = Y(xv _}’)
for [(0,Ly),(—Ly,0)] ,

fx(x;)/) = X(—x, —)’) and fy(x,)/) = Y(_x7 —)’)
for L(_vao)v(_l‘}”o)J : (16)

Zhang showed that by implementing this scheme, the
processing uncertainties can be reduced by two orders of
magnitude. It should be pointed out, however, that im-
plementing this scheme increases the data set by a factor
of four, thereby increasing the computational time and
space dramatically.

(12)

(13)

(14)

(15)



At present, no effort has been made to identify the in-
dividual contributions of each of these sources of error to
the measurement uncertainties. Rather, an overall error
was determined by placing a spherical mirror of known
curvature at various parts of the measurable area. Images
were then obtained, from which the elevations were cal-
culated, and compared with their true elevations. These
differences were then statistically analyzed, showing a
maximum measurement uncertainty of 6%. As the velocity
and vorticity uncertainties are 1 and 2%, respectively, the
uncertainties of the elevation/velocity and elevation/
vorticity correlations are 6.1 and 6.3%, respectively.

6

Data analysis and discussion

To demonstrate the capabilities of this technique, pre-
liminary results showing the correlations of the free-

surface elevation with the near-surface flow field are
presented. More detailed discussions of these results are
given in Dabiri (2000). Figures 10 and 11 show a processed
FSGD elevation field, and its near-surface vorticity field at
an instance in time. It can be seen that the regions of high
vorticity correspond to regions of free-surface deforma-
tion. Most noticeable are the two regions of high vorticity,
labeled a and b in Fig. 11, which are vortex tubes con-
nected to the free surface. These vortex tube connections
are responsible for a free-surface deformation “dimples”,
labeled a and b, as shown in Fig. 10.

Even though the instantaneous correlation shown above
is striking, it is more appropriate to perform this corre-
lation through time. To show these results, the last series
of plots are rearranged so that the high speed side is on the
right, while the low speed side is on the left. Furthermore,
the dividing stream line is set as the origin of the spanwise

Fig. 10. An instantaneous free-surface
elevation plot. Contours are 0.014 cm per
level. Axes are in cm

Fig. 11. Near-surface instantaneous vor-
ticity plot. Axes are in cm
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direction (shown on the x-axis of the plots). The spanwise
direction is then normalized by the local vorticity thick-
ness. Six downstream spanwise profiles are plotted within
the range x € [26,46] cm. Figure 12 shows the normalized
streamwise velocity profiles, demonstrating that the flow
has achieved a self-preserving state in the mean.

Figures 13 and 14 show the normalized correlation and the
correlation coefficient between the free-surface deforma-
tion fluctuations and near-surface streamwise velocity
fluctuations, respectively. While Fig. 13 shows that there
are maximum correlations at A ~ 0.3, as shown in

Fig. 14, these correlations are not very strong since their
correlation coefficients are ~ £0.2. Figures 15 and 16
show the normalized correlation and the correlation co-
efficient between the free-surface deformation fluctuations
and near-surface spanwise velocity fluctuations, respec-
tively. Figure 15 shows that correlations grow on either
side of the dividing streamline. However, the correlation
coefficients reach a maximum value of ~0.25, indicating
that these correlations are not strong. Lastly, Fig. 17 and
18 show the normalized correlation and the correlation
coefficient between the free-surface deformation fluctua-
tions and the near-surface vertical vorticity component

i
-3 -2 -1 0 1 2 3
A= V3,

Fig. 12. Mean normalized vertical vorticity profiles at various
downstream locations
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Fig. 13. Mean normalized streamwise velocity/elevation correla-
tion profiles at various downstream locations

fluctuations, respectively. Figure 17 shows that correla-
tions grow with downstream distance within 1 = [—1,0.5],
and that the spanwise correlation peaks are slightly shifted
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Fig. 14. Mean streamwise velocity/elevation correlation coeffi-
cient profiles at various downstream locations
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Fig. 15. Mean normalized spanwise velocity/elevation correlation
profiles at various downstream locations
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Fig. 16. Mean spanwise velocity/elevation correlation coefficient
profiles at various downstream locations
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Fig. 18. Mean vertical-vorticity/elevation correlation coefficient
profiles at various downstream locations

107

towards the high-speed side. Furthermore, Fig.18 shows
that within this range, these correlations are strong, as the
correlation coefficients reach a maximum value of ~0.4.
While it is not known why the correlation peaks are shifted
to the high speed side, it is clearly evident from these
results that the free-surface deformations best correlate
with the near-surface normal-vorticity-component field. In
fact, this confirms the work of Dommermuth et al. (1994),
who showed that for low Froude numbers, the surface el-
evation is hydrostatically balanced by the vortically-in-
duced pressure, indicating it is the vorticity that is directly
responsible for the free surface deformations.

George et al. (1984) showed that the spectra of a ho-
mogeneous constant-mean shear flow contains three
terms, a dominant 2nd moment turbulence-mean shear
interaction term with a —11/3 slope, a 3rd moment tur-
bulence-mean shear interaction with a —3 slope, and a
turbulence-turbulence interaction with a —7/3 slope. As
pressure and free-surface deformation are directly related,
this provided us with a unique opportunity to calculate the
near-surface pressure spectra, and confirm these findings.
Figure 19 shows the pressure spectra at various spanwise
locations across the shear layer at 35 cm downstream from
the edge of the splitter plate. For x/J,, < |1.5|, the spectra
shows a logarithmic distribution with a —10/3 slope. It
should be noted that this slope represents the contribu-
tions of all three terms described by George et al., since
our measurements could not separate their effects. How-
ever, as the measured slope of —10/3 is very close to the
theoretically derived value of —11/3, the dominance of the
2nd moment turbulence-mean shear interaction can be
inferred for this flow.

7

Conclusion and results

A new approach for simultaneous free-surface deforma-
tion and near-surface kinematic measurements is

ol
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presented, which integrates DPIV and the more recently
developed reflective FSGD method. This technique is ap-
plied to study the interaction of a vertical shear layer with
a free-surface and in particular, the correlation between
the free-surface deformation and the velocity and vorticity
fields. As this technique provides a global two-dimensional
view of the deformation and kinematic fields, this ap-
proach provides an invaluable tool for understanding of
the physics of the free-surface flows. Preliminary results
show that the near-surface deformation best correlates
with the near-surface normal-component-vorticity field, as
was predicted by Dommermuth et al. Calculation of the
near-surface pressure spectra shows an inertial slope of
—10/3, indicating that the interaction of the 2nd moment
turbulence with the mean shear is dominant for the pre-
sent shear layer.

In the future, we plan to find new ways to further reduce
the uncertainty levels. We also plan to combine the FSGD
method with stereo DPIV in order to allow for acquisition
of all components of velocity, as well as deformation. This
will then allow us understand the role of the turbulent
kinetic energy, as well as the pressure-velocity term, in
near surface flows.
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